Supresores tumorais e metabolismo celular: uma receita para o crescimento do câncer
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Abstract

Growing tumors face two major metabolic challenges—how to meet the bioenergetic and biosynthetic demands of increased cell proliferation, and how to survive environmental fluctuations in external nutrient and oxygen availability when tumor growth outpaces the delivery capabilities of the existing vasculature. Cancer cells display dramatically altered metabolic circuitry that appears to directly result from the oncogenic mutations selected during the tumorigenic process. An emerging theme in cancer biology is that many of the genes that can initiate tumorigenesis are intricately linked to metabolic regulation. In turn, it appears that a number of well-established tumor suppressors play critical roles in suppressing growth and/or proliferation when intracellular supplies of essential metabolites become reduced. In this review, we consider the potential role of tumor suppressors as metabolic regulators.
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During proliferation a cell must increase its biomass and replicate its genome prior to dividing to create two daughter cells. Thus, the cell must generate enough energy and acquire or synthesize biomolecules at a sufficient rate to meet the demands of proliferation. Cancer is essentially a disease in which cells have lost their normal checks on cell proliferation. By extension, it may not be surprising that tumor cells, in order to meet the increased requirements of proliferation, often display fundamental changes in pathways of energy metabolism and nutrient uptake (Garber 2006). Otto Warburg first proposed the theory in the 1920s that defects in energy metabolism, particularly in mitochondrial function, may be the root cause of cancer. This theory was largely based on his finding that tumor cells preferentially use glycolysis over mitochondrial oxidative phosphorylation (OXPHOS) for glucose–dependent ATP production even in the presence of ample oxygen to fuel mitochondrial respiration, a phenomenon known as the “Warburg effect” (Warburg 1956). This principle is exploited in clinical settings today through the use of $^{18}$F-deoxyglucose positron emission tomography (FDG–PET) to image tumors with increased glucose uptake. Enhanced glucose uptake visualized by FDG–PET correlates with poor prognosis and higher metabolic potential in many tumor types (Gatenby and Gillies 2004; Kroemer and Pouyssegur 2008), supporting the theory that alterations in cellular metabolism may contribute to the malignant phenotype.

The revolution in molecular biology over the past 30 yr has led to the theory that genetic lesions, through either oncogene activation or loss of tumor suppressors, drives cancer progression. As we discuss here, several of the mutations that lead to cancer also drive the altered metabolism of tumor cells (Vogelstein and Kinzler 2004). This fundamental metabolic switch (“metabolic transformation”) may confer a selective growth advantage and/or resistance to apoptosis to allow cancer cells to maintain mitochondrial bioenergetics and integrity during cell growth and proliferation (DeBerardinis et al. 2008). However, increased metabolic potential, while beneficial for unchecked growth, poses an inherent challenge for malignant cells. As a growing tumor with increased metabolic demands outstrips nutrient supply, it must enact a strategy to maintain cellular bioenergetics lest cell growth, proliferation, or viability be affected. Without such a strategy, cells undergo apoptosis. Thus, tumors face two distinct metabolic challenges: (1) how to modify their cellular metabolism to support enhanced cell growth and proliferation, and (2) how to engage strategies of metabolic adaptation to survive periods of metabolic stress and maintain viability as the cells accumulate. In this review, we discuss how oncogene and tumor suppressor networks influence cellular metabolism and bioenergetics to support growth and proliferation and survive metabolic stress. We also discuss the implications of metabolic reprogramming for tumor growth, and the potential to exploit changes in tumor metabolism for cancer therapy.

**Glycolysis—metabolic reprogramming fuels cell growth and proliferation**

The decision to proliferate presents a significant bioenergetic challenge for a cell. In nonproliferating tissues such as heart or muscle, cellular bioenergetics are directed toward
OXPHOS. Enzymes of the tricarboxylic acid (TCA) cycle resident in the mitochondrion facilitate the oxidation of pyruvate and other substrates for maximal ATP production through electron transport–coupled OXPHOS. However, cell proliferation requires that bioenergetic resources and biosynthetic activity be redirected toward the duplication of all macromolecular components (DNA, membranes, and proteins) to ensure successful passage through the cell cycle. To meet this challenge, metabolic activities are reorganized in proliferating cells resulting in an anabolic shift in cellular metabolism.

One of the primary metabolic changes associated with proliferating tumor cells is induction of aerobic glycolysis (Fig. 1). Glucose is a critical nutrient for proliferating cells (Holley and Kiernan 1974; Pardee 1974). It serves as the primary substrate for ATP generation and is an essential carbon source for biosynthesis of other macromolecules. In proliferating cancer cells, the majority of the pyruvate generated from glucose (>90%) is converted to lactate by lactate dehydrogenase (LDH–A), where it is readily secreted into the extracellular environment rather than oxidized to completion. By converting pyruvate to lactate, LDH–A recovers the NAD+ needed to maintain glycolysis. This step is critical for the maintenance of tumor proliferation in vivo (Fantin et al. 2006). At face value, the preferential use of glycolysis for ATP production appears to be wasteful form of metabolism. Although the energetic yield per molecule of glucose is much lower for aerobic glycolysis compared with OXPHOS, when glucose is in excess and flux through the pathway high, glycolysis has the potential to produce ATP in greater quantities and at a faster rate (Guppy et al. 1993).

**Figure 1.**

Metabolic pathways of growth and proliferation. Growth factor–independent activation of the PI3K/Akt and c–Myc pathways drives changes in cellular metabolism to promote cancer cell growth and proliferation. PI3K/Akt and c–Myc facilitate increased rates of glucose uptake and glycolysis. Lactate dehydrogenase (LDH–A) maintains glycolytic flux by converting excess pyruvate to lactate and regenerating NAD+ in the process. Akt signaling promotes increased surface expression of the glucose transporter Glut1 and enhances the activity of glycolytic enzymes. Glucose (Glc) has multiple catabolic and biosynthetic fates, including glycolytic processing for production of ATP and pyruvate, processing through the pentose phosphate shunt to generate ribose 5–phosphate (Rib–5–P) and NADPH for nucleotide biosynthesis, or entry into the mitochondrion for biosynthesis or ATP generation.
by the TCA cycle and electron transport chain (ETC). Glucose–derived citrate (Cit) is exported to the cytosol and processed by ATP citrate lyase (ACL) to acetyl-CoA (Ac-CoA), which is channeled into lipid production. Glutamine (Gln) is deaminated to form glutamate, which can be processed further in the mitochondria by glutamate dehydrogenase (GDH) to generate α-ketoglutarate (αKG) and maintain TCA cycle function. Reactive oxygen species (ROS) are the result of mitochondrial OXPHOS. The TORC1 complex, which contains mTOR and its binding partner Raptor, regulates protein translation. mTOR coordinates surface expression of amino acid (AA) transporters, and promotes translation initiation by stimulating ribosomal S6 kinase activity and relieving 4E–BP–mediated inhibition of eIF4E. Amino acids stimulate mTOR activity through the activity of the Rag GTPases. PI3K/Akt signals activate mTOR primarily through inhibition of the TSC1–TSC2 complex, thus releasing inhibition of RhebGTP and activating mTOR. Bioenergetic signals antagonize the TORC1 complex through the LKB1–AMPK pathway. Known oncogenes are shown in green, tumor suppressors in red, and effectors with undefined roles in tumorigenesis are shown in blue.

In addition to energy, glycolysis generates metabolic intermediates important for cell growth. Metabolism of glucose through the oxidative or nonoxidative arms of the pentose phosphate pathway (PPP) generates ribose–5–phosphate (Rib–5–P), a key intermediate in nucleotide biosynthesis. The oxidative arm of the PPP can also produce NADPH, which supplies a pool of reducing equivalents for both nucleotide and fatty acid biosynthesis. Recent data suggest that pyruvate kinase–M2 (PK–M2), an isoform of the rate–limiting enzyme for pyruvate generation that is preferentially expressed in tumor cells, regulates the flux of carbon into Rib–5–P and nucleotide synthesis (Christofk et al. 2008a). Interestingly, the enzymatic activity of PK–M2 is negatively regulated by phosphotyrosine signaling downstream from growth receptors (Christofk et al. 2008b). By regulating the amount of pyruvate generated by glycolysis, PK–M2 functions to direct the flow of carbon into pathways of nucleotide and fatty acid biosynthesis that support the proliferation of tumor cells. Glycolytic intermediates including 3–phosphoglycerate (3–PG) serve as carbon sources for amino acid and lipid synthesis. Finally, pyruvate can be imported into the mitochondria and converted into substrates for the production of additional amino acids or fatty acid synthesis, and used to maintain mitochondrial membrane potential. Thus, maintaining high rates of glycolysis allows cells to meet the energetic and biosynthetic demands of anabolic growth.

The mitochondrion—from engine to biosynthetic hub

The majority of macromolecules required for proliferation (i.e., lipids, proteins, and nucleic acids) are generated de novo from glucose (Bauer et al. 2005). The remaining pyruvate from aerobic glycolysis that is not converted to lactate (~10% of total) enters the mitochondrion and is extruded from the TCA cycle at various steps for use in biosynthetic pathways. Thus, in addition to its role as cellular energy center, the mitochondrion takes up a new role as a biosynthetic hub to meet the increased biosynthetic demand during proliferation, converting metabolites such as pyruvate and glutamine into intermediates utilized by other biosynthetic pathways (Fig. 1). Despite the low overall percentage of pyruvate available for mitochondrial synthesis, the high rate of glycolytic flux provides sufficient amounts for biosynthesis.
Shunting of pyruvate into the TCA cycle generates a source of acetyl-CoA for the biosynthesis of lipids and amino acids. Acetyl-CoA condenses with oxaloacetate (OAA) to generate citrate, which is exported from the mitochondrion to the cytosol and converted back to acetyl-CoA by ATP citrate lyase (ACL). Inhibition of ACL results in decreased glucose–dependent lipid synthesis and impaired cell proliferation (Hatzivassiliou et al. 2005). This cytosolic pool of citrate-derived acetyl-CoA is essential for the synthesis of lipids (fatty acids, sphingomyelin, cholesterol, and isoprenoids). One risk of converting mitochondrial activity to biosynthesis is the loss of mitochondrial integrity due to depletion of TCA cycle intermediates. The export of citrate for lipid synthesis results in a net loss of OAA, the acceptor for pyruvate-derived acetyl-CoA, which must be regenerated to maintain the integrity of the TCA cycle. This can be achieved through the stepwise oxidation of glutamine in proliferating cells. Metabolic flux analysis has revealed that glutamine is used by proliferating cells to generate a pool of α-ketoglutarate, which can be metabolized through the TCA cycle to regenerate the OAA consumed by biosynthesis (DeBerardinis et al. 2007). This may explain why glutamine is an essential metabolite for proliferation (Griffiths and Keast 1990). Given the importance of glutamine-mediated anaplerosis to TCA function and cell proliferation, regulators of this process are likely to possess oncogenic properties.
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Tumor suppressors and oncogenes constitute metabolic signaling networks

Many of the predominant mutations observed in cancer also control tumor cell metabolism (Vogelstein and Kinzler 2004), leading to the theory that oncogene and tumor suppressor networks influence the metabolic shift in cancer. A central regulator of metabolism in both nontransformed and transformed cells is the phosphatidylinositol 3-kinase (PI3K), a lipid kinase that regulates the levels of phosphorylated phosphatidylinositol (PIP3) at the plasma membrane. Growth factor–dependent activation of PI3K leads to the activation of downstream effectors including Akt and the mammalian target of rapamycin (mTOR) that coordinate metabolic activities that support cellular biosynthesis. In normal cells, PI3K activation is tightly controlled by dephosphorylation of PIP3 by the phosphatase PTEN, a potent tumor suppressor. Activity of the pathway is deregulated in cancer through a variety of mechanisms, including activating mutations in PI3K (Samuels et al. 2004, 2005; Jia et al. 2008) or PTEN loss (Cairns et al. 1997). Together, mutations in PI3K signaling constitute one of the most common sets of mutations in human tumors (Shaw and Cantley 2006).

Enhanced PI3K/Akt signaling promotes metabolic transformation through multiple pathways, including (1) increased surface expression of nutrient transporters enabling increased uptake of glucose, amino acids, and other nutrients; (2) Akt–dependent stimulation of hexokinase and phosphofructokinase to drive glycolysis; (3) enhanced transcription of genes involved in glycolysis and lipogenesis; and (4) enhanced protein translation through Akt–dependent mTOR activation (Edinger and Thompson 2002; Bauer et al. 2004; Wullschleger et al. 2006).

Protein translation is essential for tumor growth, and deregulated translation itself can be tumorigenic (Mamane et al. 2004). mTOR coordinates protein synthesis by regulating amino acid uptake, tRNA charging, and translation initiation. mTOR functions as the central kinase in two distinct multiprotein complexes—known as TOR complex 1 (TORC1) and TOR
complex 2 (TORC2), respectively—that vary slightly in composition and physiological function. mTOR enhances the initiation of cap–dependent translation by altering the activity of components of the translational machinery including inhibition of the translational inhibitor 4E–BP1, which in turn promotes translation initiation by the eIF4F complex, and stimulation of ribosomal S6 kinase. TORC1 activity is kept in check by the tumor suppressors TSC1/TSC2 and LKB1, which function to block mTOR activation through inhibition of the small GTPase Rheb; mutation of these genes leads to elevated mTOR activity and the development of hamartomas (Inoki et al. 2003; Corradetti et al. 2004; Shaw et al. 2004a). Akt regulates mTOR function by phosphorylating and inhibiting TSC2, which in turn disrupts the function of the TSC1–TSC2 complex, promoting mTOR activation (Inoki et al. 2002). In contrast, the bioenergetic sensor AMP–activated protein kinase (AMPK) phosphorylates the TSC1–TSC2 complex in an LKB-dependent fashion to promote mTOR inhibition (Inoki et al. 2003). Regulation of translation initiation by the abundance of tRNAs may represent an additional control point for transformation. Increased expression of RNA polymerase III–dependent initiator methionine tRNA results in increased cellular transformation (Marshall et al. 2008). Amino acid availability represents an additional regulatory step for protein translation. Signal transduction by mTOR promotes increased amino acid uptake by up–regulating and maintaining surface expression of amino acids transporters (Gottesdiener et al. 1988). Amino acids can directly influence the rate of protein synthesis through stimulation of mTOR. This is mediated by the Rag family of small GTPases, which interact with TORC1 and promote its activation in response to amino acid signals (Kim et al. 2008; Sancak et al. 2008).

Many prominent oncogenes including c-Myc, H–ras, src, and Akt stimulate anabolic metabolism in transformed cells (Dang and Semenza 1999; Elstrom et al. 2004). In particular, the c–Myc proto–oncogene is a potent regulator of multiple metabolic pathways essential for cancer growth (Dang et al. 2008). Myc is a transcription factor activated by growth factor stimulation and is essential for the regulation of proliferation and cell cycle entry in nontransformed cells. Several lines of evidence suggest that oncogenic amplification of c–Myc directly alters glucose metabolism and also regulates specialized biosynthetic activities required for successful cell division. Oncogenic c–Myc promotes increased aerobic glycolysis through the constitutive elevation of LDH–A (Shim et al. 1997; Osthus et al. 2000), as well as expression of enzymes involved in nucleotide and amino acid metabolism (Gordan et al. 2007). Interestingly, Myc transformed cells are exquisitely sensitive to glutamine levels and rapidly deplete their TCA cycle intermediates when glutamine availability is reduced (Yuneva et al. 2007). Recently, a novel role for c–Myc in the up–regulation of glutaminolysis associated with cancer has been proposed (Wise et al. 2008). The generation of potentially toxic levels of ammonia during c–Myc–dependent glutaminolysis may explain why oncogenic Myc expression often induces senescence or is proapoptotic (Wise et al. 2008). On the other hand, c–Myc–induced glutaminolysis provides cells with an abundant supply of NADPH to support anabolic synthesis. The recent identification of mutations in the NADP–dependent enzyme isocitrate dehydrogenase (IDH1) also suggests that cancer cells select for enzymatic mutations that affect cytoplasmic NADPH production during transformation (Parsons et al. 2008).
Increased metabolic potential, while supportive of unchecked growth, poses a distinct metabolic challenge for tumor cells. Once a growing tumor outstrips its nutrient supply, it must enact strategies to maintain cellular bioenergetics (Fig. 2). Thus, how tumors engage strategies of metabolic adaptation to survive stress may contribute to cancer progression and outcome (i.e., metastasis). Intracellular metabolic sensors represent key intersection points between the environment and physiology. The AMP-activated protein kinase (AMPK) is a highly conserved heterotrimeric protein kinase complex that plays a central role in the regulation of cellular energy homeostasis, tethering the bioenergetic state of a cell to a number of critical biological functions aimed at preserving cellular energy and viability (Hardie 2007). AMPK was originally identified as a protein kinase allosterically regulated by AMP (Yeh et al. 1980). AMPK is responsive to changes in the cellular AMP:ATP ratio and is activated by stresses that stimulate ATP consumption or inhibit ATP production (Hardie 2003). As a cellular sensor of AMP levels, AMPK is activated under conditions of energetic stress, such as that triggered by nutrient deprivation or hypoxia. AMP binding to the γ subunit promotes both increased kinase activity of the α subunit and phosphorylation at Thr-172 by upstream kinases (Suter et al. 2006). Three upstream AMPK kinases have been identified to date; i.e., the tumor suppressor LKB1 (Hawley et al. 2003), calmodulin-dependent protein kinase kinase β (CamKKβ) (Hawley et al. 2005; Hurley et al. 2005; Woods et al. 2005), and transforming growth factor-β (TGFβ)-activated kinase-1 (TAK1) (Momcilovic et al. 2006; Xie et al. 2006). LKB1 is required for AMPK activation under conditions of bioenergetic stress including glucose withdrawal (Hawley et al. 2003; Woods et al. 2003; Shaw et al. 2004b).

Figure 2.

Metabolic stress during tumor development. A solid tumor can outstrip its nutrient and oxygen supply as it grows, resulting in metabolic stress (tumors experiencing metabolic stress are depicted in gray). As a consequence, tumor cells must undergo a period of metabolic adaptation to survive this metabolic stress or undergo apoptosis. Angiogenesis and neovascularization of the tumor is one strategy of metabolic adaptation used by tumors to relieve this stress.

AMPK appears to function across evolution as a low energy checkpoint, triggering multiple biological adaptations designed to preserve energy and adapt to metabolic stress before the cell reaches a state of bioenergetic catastrophe that triggers cell death. In Saccharomyces cerevisiae, the yeast AMPK homolog Snf1 is essential for the metabolic shift required to grow on alternate or nonfermentable carbon sources (Carlson et al. 1981).
Drosophila, disruption of AMPK signaling results in developmental defects due to impaired activation of energy checkpoints (Mandal et al. 2005; J.H. Lee et al. 2007). AMPK regulates energy homeostasis in mammalian cells through multiple pathways. These include inhibition of lipid synthesis by Acetyl-CoA carboxylase–1 (ACC1) phosphorylation (Davies et al. 1990), inhibition of mTOR–dependent protein translation through the regulation of the TSC1–TSC2 complex or the mTOR–binding protein Raptor (Inoki et al. 2003; Corradetti et al. 2004; Shaw et al. 2004a; Gwinn et al. 2008), or through the regulation of macroautophagy (Buzzai et al. 2007; J. Liang et al. 2007; Lippai et al. 2008). Several of the downstream effects of AMPK on metabolic adaptation can be attributed to the AMPK–dependent activation of the p53 tumor suppressor (Fig. 3). AMPK phosphorylates p53 at Ser–15, which stimulates both its transcriptional activity and initiates a metabolic cell cycle checkpoint (Jones et al. 2005). This metabolic stress response is reinforced by the p53 target genes sestrin1 and sestrin2, which activate AMPK as part of a feedback loop (Budanov and Karin 2008). Other downstream targets likely involved in AMPK–dependent metabolic control include Foxo3 and PGC1α (Greer et al. 2007; Jager et al. 2007). The interaction of AMPK with several transcription factors indicates that transcriptional regulation may be central to AMPK–dependent stress responses.

Figure 3.

Strategies of metabolic adaptation in cancer. Intracellular sensors of energy, nutrients, and oxygen promote metabolic adaptation to stress during tumorigenesis. Major physiological strategies of metabolic adaptation include cell cycle inhibition, inhibition of biosynthetic pathways (lipid, protein synthesis), increases in bioenergetic pathways (β-oxidation, glycolysis, and OXPHOS), and induction of autophagy. Bioenergetic stress activates AMPK through an LKB–dependent manner. AMPK mediates metabolic adaptation through several pathways, including down–regulation of fatty acid synthesis through inhibition of ACC1, translation inhibition by blocking TORC1 activity, and activation of p53. Rag GTPases regulate TORC1 activity and autophagy in response to amino acid deprivation. Low HIF1α protein levels are maintained in cells under normoxia through the action of VHL–mediated proteosomal degradation. Low O2, ROS, or accumulation of the TCA substrates succinate or fumarate promotes HIF1α protein stabilization and transcriptional activity. HIF1α blocks pyruvate entry into the mitochondrion by up–regulating the PDH antagonist PDK1. Beclin–1 is required for autophagy induction and is antagonized by the anti–apoptotic proteins...
Bcl2/BclXL. Failure to manage or correct bioenergetic imbalance leads to cytochrome c release from mitochondria and induction of apoptosis. Oncogenes are displayed in green and tumor suppressors in red.

The emerging view across several fields is that AMPK, as an evolutionarily conserved energy sensor, is a key player in stress resistance at both cellular and organismal levels (Hardie et al. 1998; Baena–Gonzalez and Sheen 2008). The position of AMPK both downstream from and upstream of defined tumor suppressors—LKB1 and p53, respectively—suggests that AMPK may function as a tumor suppressor; however, the exact contribution of AMPK to tumor progression is unclear. LKB1 is inactivated in patients with Peutz–Jegher’s syndrome, a condition that predisposes patients to gastrointestinal hamartomas and malignant tumors in a variety of tissues (Giardiello et al. 1987; Hearle et al. 2006). Mice with heterozygous disruption of LKB1 develop intestinal neoplasia that mimics human disease in Peutz–Jegher’s patients (Bardeesy et al. 2002), and complete loss of LKB1 results in resistance to senescence and the development of aggressive cancers (Ji et al. 2007; Contreras et al. 2008; Gurumurthy et al. 2008). The contribution of AMPK to these phenotypes, however, remains unclear as AMPKα1 and α2 are just two of 13 enzymes of the AMPK–related family of kinases activated by LKB1 (Lizcano et al. 2004). AMPK activation may be positive or detrimental to tumor growth depending on p53 context. When p53 is present, AMPK induces a metabolic cell cycle checkpoint that restricts cell proliferation (Jones et al. 2005). However, in the absence of p53, treatment with the blood glucose-lowering drug metformin, an inhibitor of mitochondrial respiration, delays tumor progression, suggesting that the AMPK–p53 signaling axis is essential for tumors to adapt to metabolic stress in vivo (Buzzai et al. 2007; Huang et al. 2008).
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p53 and metabolic control

p53 is a transcription factor that functions in a complex signaling network to mediate cellular adaptation to stress (Levine 1997). In response to diverse cellular insults including DNA damage, hypoxia, and oxidative stress, p53 becomes post–translationally modified, which promotes both its stabilization and activation, and activates the expression of genes that induce cell cycle arrest, senescence, and apoptosis (Vogelstein et al. 2000). Only recently has p53 been implicated in metabolic control, coordinating stress responses with changes in cellular metabolism and angiogenic potential (Fig. 4). Activation of p53 by metabolic stress is driven by AMPK–dependent phosphorylation and influenced by mTOR (Feng et al. 2005; C.H. Lee et al. 2007), although other pathways likely contribute. Moreover, p53 activation can reinforce AMPK–dependent responses through a series of p53–dependent feedback loops that in turn activate AMPK (Feng et al. 2005; Budanov and Karin 2008). Activation of the AMPK–p53 pathway by metabolic stress triggers multiple effects on catabolic metabolism, including enhanced β–oxidation of fatty acids and macroautophagy (Buzzai et al. 2007). Metabolic stress stimulates β–oxidation through the action of the carnitine palmitoyltransferase (Cpt1) enzymes (Deberardinis et al. 2006), which regulate mitochondrial fatty acid import. Genotoxic stress also stimulates p53–dependent up–regulation of the damage–regulated autophagy modulator (DRAM), a p53 target gene that encodes a lysosomal protein that induces macroautophagy (Crighton et al. 2006). However, while p53 can trigger autophagy in response to multiple stresses, its influence is likely cell– and context–specific (Tasdemir et al. 2008b). Thus, in addition to
having well-documented roles in cell cycle regulation and apoptosis, p53 regulates stress-induced transcriptional programs that function to regulate pathways of energy homeostasis. Determining both the stimuli that trigger the metabolic activation of p53 and the specific p53 target genes that function in p53-dependent responses to metabolic stress remain to be determined.

Figure 4.
The AMPK–p53 pathway in metabolic adaptation. Activation of the tumor suppressor p53 by AMPK promotes physiological adaptation to metabolic stress by multiple mechanisms. AMPK–dependent p53 activation negatively regulates cell cycle progression via the cyclin–dependent kinase (cdk) inhibitor p21. Impairment of glycolytic flux by TIGAR, combined with increased activation of β–oxidation and electron transport through expression of carnitine palmitoyltransferase Ic (Cpt1c) and SCO2, respectively, results in a p53–dependent metabolic shift toward OXPHOS. Transcriptional regulation of DRAM by p53 induces autophagy, the products of which can also fuel OXPHOS.

p53 can also influence the metabolic balance in cells between glycolysis and OXPHOS. p53 activity favors the production of ATP by OXPHOS through the transcriptional regulation of the fructose–2,6–bisphosphatase TP53–induced glycolysis regulator (TIGAR) and the synthesis of cytochrome c oxidase (SCO2) subunit of complex IV of the electron transport chain (Bensaad et al. 2006; Matoba et al. 2006). TIGAR negatively regulates glycolysis by degrading fructose–2,6–bisphosphate, an allosteric activator of the glycolytic regulatory enzyme PFK1. SCO2 is required for assembly of the cytochrome c oxidase (COX) complex. Loss of p53–dependent regulation of SCO2 impairs the mitochondrial respiratory chain and promotes a switch in ATP production from OXPHOS to glycolysis. In addition, p53 activation has been reported to lead to the induction of potent anti–angiogenic factors that limit tumor growth (Teodoro et al. 2006). Thus, in terms of metabolism, loss of p53 may provide a significant growth advantage to cancer cells. p53–deficient tumors engaged in aerobic glycolysis are able to more readily access energetic and biosynthetic pathways that support anabolic synthesis. By disengaging anti–angiogenic programs, p53 loss may rapidly promote greater access to nutrients to fuel these pathways. However, this growth advantage comes at a cost as loss of p53 renders cancer cells more sensitive to metabolic stress.
Adaptation through oxygen sensing

Like nutrient depletion, reduced oxygen availability—hypoxia—stimulates metabolic adaptation in cells to promote energy production and reduce ATP consumption. Two major phenotypic consequences of hypoxia are increased glucose consumption and lactate production caused by a switch to anaerobic glycolysis. This metabolic shift is synchronized by hypoxia-inducible factor 1 (HIF1), a transcription factor complex activated by hypoxic stress (Gordan and Simon 2007; Semenza 2007). Under normal oxygen tension, HIF1α accumulation is suppressed through modification by prolyl hydroxylation, which results in its ubiquitination by the von Hippel-Lindau (VHL) tumor suppressor and subsequent proteosomal degradation (Fig. 3). Under low oxygen, prolyl hydroxylation of HIF1α is reduced, resulting in HIF1α protein stabilization, association with the HIF1β subunit (ARNT), and increased HIF1α transcription. HIF1α accumulation can also result from reactive oxygen species (ROS) generated from mitochondrial OXPHOS, which inhibit prolyl hydroxylase activity to promote HIF1α stabilization (Brunelle et al. 2005; Guzy et al. 2005; Mansfield et al. 2005). HIF1 activity triggers the up-regulation of a number of genes involved in aerobic glycolysis, including glucose transporters, glycolytic enzymes, and LDH-A (Semenza et al. 1994). In addition, HIF1 promotes the shunting of pyruvate away from mitochondria by up-regulating pyruvate dehydrogenase kinase 1 (PDK1) (Kim et al. 2006; Papandreou et al. 2006), a negative regulator of pyruvate dehydrogenase (PDH), the rate-limiting enzyme for pyruvate to acetyl-CoA conversion. This serves three functions: It effectively diverts pyruvate away from mitochondrial biosynthetic pathways, reduces electron flux through OXPHOS, and, as a result, reduces oxidative stress derived from mitochondrial metabolism. By directing pyruvate away from mitochondria in favor of lactate and NAD+ production, HIF1α-dependent regulation of PDK1 may contribute to the Warburg effect in tumor cells.

Recent findings suggest a broader role for HIF1 in stress adaptation beyond oxygen sensing. In addition to hypoxic stress, HIF1 activity is stimulated by oxidative, energetic, inflammatory, and oncogenic stresses. Moreover, elevated concentrations of the TCA cycle intermediates succinate and fumarate induce constitutive HIF1α stabilization by interfering with prolyl hydroxylase function (Koivunen et al. 2007). Loss-of-function mutations in either succinate dehydrogenase (SDH) subunits or fumarate hydratase (FH) promote HIF1α stabilization under normoxic conditions due to the buildup of these metabolites (Isaacs et al. 2005; Selak et al. 2005). The emergence of SDH and FH as tumor suppressors highlights the importance of HIF1α regulation for proper homeostatic regulation. Other proteins involved in metabolic adaptation, including AMPK and p53, can also be activated by hypoxia (Graeber et al. 1994; Laderoute et al. 2006), suggesting the potential for communication across pathways. Interestingly, while primarily regulated by ubiquitin-dependent protein degradation, HIF1α is transcriptionally regulated by growth factors through PI3K signaling (Jiang et al. 2001). Thus, in tumors harboring activating PI3K mutations, the combined effect of growth factor signaling and stress-dependent HIF1α stabilization may act to enforce HIF1α-dependent adaptation strategies for growth and survival.

Another important physiological response to hypoxia is the rapid down-regulation of protein translation, which is both reversible and HIF1α-independent. Regulation of mRNA
translation is thought to be important for energy conservation in oxygen-poor environments subjected to chronic hypoxia, as well as for selectively reducing the translation of mRNAs associated with a “growth” phenotype that would be detrimental during periods of hypoxic stress. Multiple signaling pathways converge on hypoxic translation inhibition. Hypoxia promotes the acute activation of the endoplasmic reticulum (ER)–resident kinase PERK, a central component of the unfolded protein response, leading to inhibition of mRNA translation through phosphorylation of the translation initiation factor eIF2α (Harding et al. 1999; Koumenis et al. 2002). Second, chronic hypoxia promotes disruption of the cap–binding eIF4F complex, effectively blocking translation by decreasing the association of mRNA with ribosomes (Koritzinsky et al. 2006). AMPK, which is also acutely regulated by hypoxia, leads to translation inhibition through two additional methods: TSC2–dependent inhibition of mTOR (Liu et al. 2006), and inhibition of peptide elongation through the activation of eukaryotic elongation factor 2 (eEF2) kinase (Browne et al. 2004). These tumor suppressor pathways do not likely function in isolation and rather work together to regulate HIF1–independent mechanisms of energy conservation to promote survival under hypoxic stress.
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**Autophagy as a tumor suppressor mechanism**

As mentioned previously, autophagy is a central metabolic stress response conserved throughout evolution from yeast to man and represents a key pathway in metabolic stress adaptation. Macroautophagy involves the sequestration of internal components and organelles into double-membrane structures known as autophagic vesicles, and subsequent degradation by the lysosome. Autophagy performs an important physiological role as a waste disposal system for the removal of aged or damaged organelles, particularly mitochondria (Lum et al. 2005). However, when faced with metabolic stress such as nutrient depletion (amino acids, glucose) or hypoxia, cells activate the autophagic pathway. The degradation products derived from macroautophagy can be used to fuel catabolic metabolic processes for energy generation (Levine and Klionsky 2004; Lum et al. 2005; Buzzai et al. 2007), thus promoting cell viability. mTOR is a central regulator of this process. Inhibition of TORC1 activity, either through AMPK activation, decreased amino acid availability, or rapamycin, stimulates autophagy.

As with metabolic transformation, oncogene and tumor suppressor pathways display opposing effects on autophagy. Oncogene pathways including Akt, mTOR, and Bcl2 appear to function as inhibitors of autophagy, while tumor suppressors including PTEN, TSC2, LKB1, and HIF1α promote autophagy (Maiuri et al. 2009). The role of p53 in autophagy remains controversial. p53 activation has been shown to promote autophagy in response to stress through transcriptional control of autophagy regulators such as DRAM (Crighton et al. 2006), while cytoplasmic p53 appears to function as a negative regulator of autophagy (Tasdemir et al. 2008a, b). Thus, the role of p53 in autophagy induction may depend on its cellular localization, transcriptional activity, and mechanism of activation. Studies involving Beclin–1, which is required for autophagy induction in mammalian cells, suggest that autophagy functions as an important tumor suppressor mechanism. Beclin–1 haploinsufficiency promotes tumorigenesis in mouse models and is associated with breast and ovarian cancers in humans (Aita et al. 1999; Liang et al. 1999; Qu et al. 2003). Other modifiers of Beclin–1 activity such as UVRAG and Bif display tumor suppressor properties
(C. Liang et al. 2007; Takahashi et al. 2007), while anti-apoptotic Bcl-2 inhibits Beclin-1 function (Pattingre et al. 2005). These data suggest that, even at a basal or background state, autophagy can act as a tumor suppressor mechanism, and that suppression of autophagy is an important gateway to tumorigenesis. The importance of autophagy in tumor suppression may actually stem from its role in the degradation of long-lived proteins and organelles, rather than its role in stress responses. However, any subsequent inability to induce autophagy under conditions of nutrient or oxygen deprivation could render tumors more susceptible to apoptosis by metabolic stress.

**Conclusions**

Oncogenic transformation or loss of tumor suppressor function drives unchecked growth and proliferation in cancer cells, which often coincide with both an increase in bioenergetic potential and the ability to take up nutrients in a cell-autonomous fashion. Reprogramming of core metabolism in tumors confers a selective growth advantage (i.e., enhanced proliferation, resistance to apoptosis) that promotes tumor progression. In retrospect, it seems obvious that cellular metabolism is of great physiological importance to tumor growth, and that genes involved in tumor progression would be intricately linked with its regulation. Oncogenic pathways that promote proliferation and survival in normal cells confer "metabolic permission" in transformed cells by stimulating bioenergetic pathways and anabolic growth. Tumor suppressors such as p53, LKB1, and TSC2 function as a brake on cell growth by antagonizing many of the same biosynthetic pathways stimulated by oncogenes under conditions of limiting intracellular glucose or amino acid supplies. It is still debated whether these metabolic changes are a consequence or a cause of tumorigenesis. However, the fact that metabolic enzymes such as SDH and FH function as tumor suppressors in humans suggests that metabolic deregulation can be an initiating event in cancer. The recent discovery of activating mutations in isocitrate dehydrogenase (IDH1) in human glioblastoma demonstrates that an activating mutation in a metabolic enzyme can be and are selected during carcinogenesis (Parsons et al. 2008). The emergence of metabolic enzymes (i.e., PK-M2, LDHA, SDH, FH, PDK1, and IDH1) as important regulators of cancer cell growth suggests that metabolic control is a key element of tumor progression.

While much attention has been paid to the prevalence of aerobic glycolytic "Warburg" metabolism in cancer, the metabolic pathways that support cell growth during tumorigenesis are likely far more complex. Tumors often display genetic and phenotypic heterogeneity within subpopulations of tumor cells. Thus, it is possible that that individual cells within a tumor could display distinct metabolic signatures. The metabolic response of an individual tumor cell is dependent on both the combination of oncogenic and/or tumor suppressor mutations and the environmental conditions (nutrient depletion, hypoxia) encountered within the tumor microenvironment. By way of example, ~30% of cancers cannot be detected by FDG-PET, suggesting that these tumors either display a glycolytic rate below the limit of detection or utilize alternative (nonglucose) metabolic pathways for energy production. Thus, defining the mechanisms by which cancer cells coordinate their metabolic activities to support tumor growth and adapt to varying environmental conditions will aid in our understanding of cancer development and progression.
Cancer therapy is increasingly shifting toward individualized therapeutic approaches based on the genetic abnormalities exhibited by transformed cells. In cancer cells, a given transformation event (i.e., oncogene activation) may play a qualitatively different or essential role in a given pathway compared with its role in normal cells, such that cancer cells become dependent on the activity of a specific oncogene for function and survival, a concept known as oncogene addiction. From this logic, oncogene-driven signal transduction may promote greater dependence on specific metabolic pathways such as glycolysis to maintain tumor growth. When combined with the loss of tumor suppressors that promote metabolic adaptation, cancer cells risk developing greater sensitivity to bioenergetic stress. The LKB1–AMPK–p53 pathway best illustrates exposure of such a metabolic “Achilles’ heel” and its impact on tumor survival. LKB or p53 deficiency, while permissive for unchecked cell growth, renders cells more susceptible to death by metabolic stress. Moreover, the ability of tumor cells to survive metabolic stress in vivo requires AMPK–dependent activation of p53 (Buzzai et al. 2007), which may explain why metformin, an anti-diabetic therapy, can be anti-tumorigenic (Evans et al. 2005; Huang et al. 2008). Understanding the pathways that regulate cancer cell metabolism may lead to greater understanding of cancer development and progression, and has the potential to open a new vista of metabolic therapy for cancer treatment.
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